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Abstract
In semantic property listing tasks, participants list many features for some concepts and fewer for others. This variability 
in number of features (NoF) has been used in previous research as a measure of a concept’s semantic richness, and such 
studies have shown that in lexical-semantic tasks responses tend to be facilitated for words with high NoF compared to 
those for words with low NoF, even when many other relevant factors are controlled (Pexman et al. in Psychon Bull Rev 
9:542–549, 2002; Mem Cogn 31:842–855, 2003; Psychon Bull Rev 15:161–167, 2008; Goh et al. in Front Psychol, 2016. 
https ://doi.org/10.3389/fpsyg .2016.00976 ). Furthermore, shared features (i.e., features that are shared by multiple words) 
appear to facilitate responses in lexical-semantic tasks to a greater degree than distinctive features (Devereux et al. in Cogn 
Sci 40:325–350, 2016; Grondin et al. in J Mem Lang 60:1–19, 2009). This previous work was limited, however, to relatively 
small sets of words, typically those extracted from the McRae norms (McRae et al. in Behav Res Methods 37(4):547–559, 
2005). New property listing norms provide the opportunity to extract NoF values for many more items (Buchanan et al. in 
Behav Res Methods 51:1849–1863, 2019). The purpose of the present study was to test whether NoF effects generalize to 
this larger item set, and to explore how NoF is related to other measures of semantic richness, including subjective ratings 
of concreteness, imageability, body–object interaction, sensory experience, valence, arousal, and age of acquisition, as well 
as more objective measures like semantic diversity, number of associates, and lexical centrality. Using the new Buchanan 
norms, we found significant NoF effects in lexical decision (is it a word or a nonword?) and semantic decision (is it concrete 
or abstract?) tasks. We also found significant effects of words’ number of shared (less distinctive) features in each task. 
Further, factor analyses of all semantic richness measures showed a distinct factor structure, suggesting that there are clusters 
of semantic richness dimensions that seem to correspond to more embodied semantic dimensions and more distributional 
semantic dimensions. Results are interpreted as evidence that semantic representation is multimodal and multidimensional, 
and provide new insights about the structure of semantic space.

Keywords Semantic decision · Lexical decision · Word recognition · Semantic richness

Introduction

Semantic property listing tasks have been used to explore a 
number of important questions about semantic representa-
tion. For instance, the semantic property norms collected 
by McRae and colleagues (e.g., McRae et al. 2005) were 
used to conduct some of the early work on semantic rich-
ness effects and helped to provide evidence for distributed 
accounts of semantic representation (Pexman et al. 2003; 
Pexman et al. 2002). Semantic richness refers to the phe-
nomenon whereby words associated with relatively more 
semantic information tend to be responded to faster and/
or more accurately in lexical and semantic tasks (for a 
review, see Pexman 2012). In the context of property list-
ing, Pexman et al. (2002, 2003) reported that visual lexical 
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decision and semantic decision responses were facilitated 
for words that had high numbers of features (NoF), com-
pared to responses for words with low numbers of fea-
tures. The explanation for these NoF effects was that words 
with many features generate more semantic activation 
than words with fewer features. Greater semantic activa-
tion then facilitates lexical decision responses via stronger 
feedback from the semantic units to orthographic units 
(Hino and Lupker 1996) and facilitates semantic decision 
responses via faster semantic settling (Pexman et al. 2003).

In more recent years, researchers have used the McRae 
norms to test for NoF effects in several different tasks, 
with results showing facilitory NOF effects in sentence 
reading (Cook et al. 2013; Pexman et al. 2003), auditory 
lexical decision (Devereux et al. 2016; Goh et al. 2016; 
Sajin and Connine 2014), auditory semantic decision (Goh 
et al. 2016), free recall (Hargreaves et al. 2012), picture 
naming (Taylor et al. 2012), and semantic decisions for 
picture stimuli (Taylor et al. 2012). These findings sug-
gest that, at least when assessed with the McRae items, 
semantic richness effects are pervasive, and features cap-
ture an important dimension of semantic representation. 
These inferences are tempered somewhat by the fact that 
attempts to examine NoF effects with stimuli beyond those 
in the McRae norms have produced mixed results. While 
the McRae norms include only concrete words, Recchia 
and Jones (2012) collected property listing responses for 
both concrete and abstract words and found that in lexical 
decision and naming tasks NoF effects were only signifi-
cant for concrete words. Using a set of French property 
listing norms, Robert and Rico Duarte (2016) found NoF 
effects in visual lexical decision for young adults but not 
for older adults.

While many of the previous studies examined effects of 
words’ sheer numbers of features, several others have inves-
tigated whether some types of features might be particularly 
influential. In so doing, they have tested additional claims 
about the nature of semantic representation. For instance, 
Grondin et al. (2009) replicated the NoF effect in lexical and 
semantic decision tasks, using the McRae et al. norms, and 
argued, further, that the effect was largely driven by shared 
features. Grondin et al. defined shared features as those that 
were listed for more than two concepts in the norms (e.g., 
has legs), while distinctive features are those that were 
listed for two or fewer concepts in the norms (e.g., moos). 
Responses in lexical and semantic decision tasks were faster 
for words with many shared features than for words with 
few shared features; words with many distinctive features 
also enjoyed a processing advantage over words with few 
distinctive features, but this benefit was smaller than that 
for shared features. Grondin et al. argued that the number of 
shared features (NoSF) facilitated lexical-semantic process-
ing because shared features are more readily activated; they 

are more familiar and are better cues to lexical or semantic 
status.

While Grondin et al. (2009) defined the distinctiveness 
of features categorically, others have done so continuously. 
Devereux et al. (2016) calculated the distinctiveness of a 
feature by taking the multiplicative inverse of the number 
of concepts for which it appears (e.g., a feature appearing 
for three concepts would have a distinctiveness of 1/3, or 
0.33). They then calculated the average distinctiveness of 
features (DoF) for all features associated with a given con-
cept. Their results were consistent with Grondin et al.: con-
cepts with a lower DoF (i.e., having more features shared 
across multiple concepts) were responded to more quickly 
in an auditory lexical decision task. However, it is unclear 
whether the benefit observed for shared features (whether 
measured categorically or continuously) extends to larger, 
more heterogeneous word sets than the 500 or so concrete 
items in the McRae norms, which all belong to particular 
well-defined categories (e.g., tools, musical instruments).

Findings that feature statistics like NoSF and DoF influ-
ence lexical-semantic processing have been taken as evi-
dence for feature-based accounts of conceptual knowledge 
(e.g., Taylor et al. 2012). In contrast, other findings have 
challenged the notion that any single dimension of repre-
sentation will provide a comprehensive account of lexical-
semantic knowledge. In recent years, many new dimensions 
of semantic richness have been identified, and several studies 
have shown that there can be simultaneous effects of several 
different richness dimensions in the same task context. For 
instance, Pexman et al. (2008) examined the joint effects of 
three richness dimensions—NoF, number of semantic neigh-
bors (the number of words used in similar lexical contexts, 
Durda et al. 2006), and contextual dispersion (the number of 
content areas in which a word occurs, Zeno et al. 1995)—in 
lexical decision and semantic decision tasks. Results showed 
that all three richness dimensions had significant facilitory 
effects in lexical decision, and that both NoF and contextual 
dispersion had significant facilitory effects in the semantic 
decision task. Thus, Pexman et al. concluded that there are 
multiple dimensions of semantic richness that may each tap 
different aspects of semantic knowledge, and their influence 
varies as a function of task demands.

Similarly, Yap et al. (2012) showed that NoF effects 
were observed in lexical decision, naming, progressive 
demasking and semantic decision tasks and were found 
simultaneously with effects of other richness dimensions, 
including the sensorimotor dimensions of imageability 
(Cortese and Fugett 2004) and body–object interaction 
(BOI; Siakaluk et al. 2008). Finally, in semantic decision 
tasks involving words and, separately, picture stimuli, NoF 
effects were observed alongside effects of other richness 
dimensions, including survival-based (Amsel et al. 2012), 
sensory, and motor dimensions (Taikh et al. 2015). Thus, 
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a number of studies suggest that semantic representation 
may be multidimensional, and many theories can accom-
modate some degree of multidimensionality (Andrews 
et al. 2009; Barsalou et al. 2008; Borghi and Cimatti 2010; 
Buchanan et al. 2001; Dove 2009; Louwerse 2010; Paivio 
1971; Patterson et al. 2007). The previous studies that have 
examined the simultaneous effects of multiple semantic 
richness dimensions have, however, largely used the same 
set of concrete items from the McRae norms; the structure 
of semantic space beyond this item set has not been tested.

Recently, a new set of property listing norms was 
developed by Buchanan and colleagues for a larger, more 
varied set of over 4400 words (Buchanan et al. 2019). 
These new norms presented us with the opportunity to 
address two main research questions. The first question 
was whether NoF effects generalize beyond the McRae 
et al. word set. We used NoF values derived from the new 
Buchanan norms to examine NoF effects in lexical and 
semantic tasks. The second question was how NoF effects 
are related to other semantic richness effects. As noted, 
there is evidence that semantic space is multidimensional, 
and so we expected NoF to be only modestly related to 
other semantic richness dimensions. Further, based on the 
previous literature, there are several possibilities in terms 
of how NoF might cluster with other semantic richness 
effects, detailed next.

First, Hargreaves and Pexman (2014) distinguished lan-
guage-based semantic richness effects from object-based 
semantic richness effects. They classified as language-based 
the semantic richness effects, like the number of semantic 
neighbors, that are derived from the statistics of language 
use. In contrast, they assumed that NoF, imageability, and 
BOI were all object-based richness effects since they cap-
ture attributes of words’ actual object referents. Hargreaves 
and Pexman (2014) investigated the timecourse of semantic 
richness effects and found that in the semantic decision task 
language-based richness effects (average neighbor similarity, 
ANS; Shaoul and Westbury 2010) tended to emerge before 
object-based richness effects (NoF, imageability). Based on 
their findings, one would expect NoF to cluster with other 
object-based richness effects.

Second, predictions could be derived from the work of 
Santos et al. (2011). Santos et al. argued that property list-
ing responses tap into two processes: word association (a 
linguistic process) and situated simulation (an imagery pro-
cess). Thus, NoF may show similarity to linguistic-based 
richness effects and to sensory dimensions (e.g., image-
ability, sensory experience ratings; SER; Juhasz and Yap 
2013) that capture simulation. In contrast, Barsalou (2003) 
and McRae et al. (2005) emphasized simulation as the basis 
for property listing responses. Hence, NoF may show more 
similarity to other semantic dimensions that depend on the 
processes of simulation and embodiment.

Third, the methods by which semantic richness dimen-
sions are derived might influence their relationships. For 
instance, some dimensions, like NoF, are derived more 
objectively, from counts or other quantifications of the 
information on which they are based. These more objective 
dimensions include semantic diversity (SemD; the extent 
to which words appear in more diverse contexts; Hoffman 
et al. 2013), number of associates (NoA; the number of 
unique words generated as associates of a target word in 
a free association task; De Deyne et al. 2018), and lexical 
centrality (LexC; the frequency with which a given word 
appears as an associate to a target word in a free association 
task; De Deyne et al. 2018). Other dimensions are derived 
more subjectively, from Likert and other scale ratings. These 
subjective dimensions include BOI, SER, imageability, con-
creteness (Brysbaert et al. 2013), age of acquisition (AoA; 
estimated age at which word was acquired; Kuperman et al. 
2012), valence (Warriner et al. 2013), and arousal (Warriner 
et al. 2013). If method of derivation matters, then the objec-
tively derived measures may tend to cluster together and the 
subjectively derived measures may tend to cluster together.

Fourth, some semantic richness dimensions capture 
aspects of meaning that are more closely tied to our bod-
ily experience of word referents and mental simulations 
engaged during word processing, including BOI, imagea-
bility, arousal, concreteness, and SER. If embodiment is an 
organizing principle for semantic space, then these dimen-
sions may cluster together. Other semantic richness dimen-
sions capture more distributional aspects of word meanings, 
like SemD (distribution across contexts) and AoA (distribu-
tion across time), and thus may be related to each other and 
may predict the same variance in lexical-semantic tasks. In 
the present study, we tested these possibilities by examining 
the factor structure of semantic richness and investigated 
how those factors are related to responses in lexical and 
semantic decision tasks.

Number of features as a predictor of word 
processing

Method

All analyses reported here were based on secondary data 
sources. Analyses were conducted using the statistical soft-
ware R (R Core Team 2018). The effect of NoF on lexi-
cal-semantic task responses was investigated using feature 
production norms from an expanded feature production data-
base produced by Buchanan et al. (2019), in which partici-
pants were asked to generate lists of features for a presented 
word. This new database includes feature norms for over 
4400 words. For each cue word, we considered features with 
the same root as being instances of the same feature (e.g., 
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leave, leaving, and left were all considered instances of the 
same feature). As in McRae et al. (2005), we only included 
features that were provided by at least 16% of the respond-
ents. After these considerations, we counted the number of 
unique features provided for each word (NoF). As an illustra-
tion of the resulting features, the top three unique features 
for the word apple were: fruit, red, and grow; the top three 
features for the word peace were: love, war, and calm.

In addition, we calculated each feature’s distinctiveness 
by taking the multiplicative inverse of the number of words 
for which it was listed (Devereux et al. 2016). We then 
obtained each word’s distinctiveness of features (DoF) by 
averaging the distinctiveness of its features. Our predictors 
of interest were NoF and DoF; analyses also included length, 
frequency (log subtitle frequency; Brysbaert and New 2009) 
and orthographic Levenshtein distance (OLD; Yarkoni et al. 
2008), to control for the standard lexical factors in lexical 
decision and semantic decision tasks. All predictors were 
standardized.

The dependent variables were obtained from three mega-
studies: lexical decision response times and accuracy from 
the English Lexicon Project (ELP; Balota et  al. 2007), 
response times and accuracy from the Calgary Semantic 
Decision Project (CSDP; Pexman et al. 2017), and response 
times and accuracy from the English Crowdsourcing Project 
(ECP; Mandera et al. 2019a). The full methods for each 
mega-study are provided in their respective papers, thus only 
brief descriptions are provided below. The ELP includes 
lexical decision (is it a word or a nonword?) response time 
and accuracy data for 40,841 words from 816 participants. 
The CSDP includes semantic decision (is it concrete or 
abstract?) response time and accuracy data for 10,000 words 
collected from 321 participants. Finally, the ECP includes 
response time data and accuracy from nearly 700,000 par-
ticipants on word knowledge (is this a word you know?). We 
analyzed z-scored response times. Each analysis used the 
maximum number of available items in each mega-study 

dataset (e.g., an item not being present in the CSDP did not 
preclude its inclusion in the LDT analyses).

Results

ELP

Responses were significantly faster to words with a greater 
number of features (b = − 0.011, p < .001) and to words with 
features that were less distinct (more shared; b = 0.010, 
p < .001). Responses were also significantly more accu-
rate to words with a greater number of features (b = 0.004, 
p < .001). There was not a significant effect of feature dis-
tinctiveness on response accuracy (b = − 0.001, p = .40) 
(Table 1).

CSDP

Responses were significantly faster to words with a greater 
number of features (b = − 0.154, p < .001) and to words 
with features that were less distinct (b = 0.034, p < .001). 
Responses were also more accurate to words with a greater 
number of features (b = 0.027, p < .001). There was not a 
significant effect of feature distinctiveness on response accu-
racy (b = − 0.004, p = .21) (Table 1).

ECP

Responses were significantly faster to words with a greater 
number of features (b = − 0.011, p = .002) and to words 
with features that were less distinct (b = 0.008, p = .02). 
Responses were also more accurate to words with a greater 
number of features (b = 0.001, p < .001). There was not a 
significant effect of feature distinctiveness on response accu-
racy (b = − 0.000, p = .58) (Table 1).

Table 1  Regression coefficients, 
standard errors, and semi-
partial correlations for models 
predicting response time and 
accuracy in the ELP, CSDP, and 
ECP, using NoF and DoF

Note that models also included length, frequency, and orthographic Levenshtein distance
We used the “SDSRegressionR” package in R (Mahometa 2018) to generate  sr2 values
ELP English Lexicon Project, CSDP Calgary Semantic Decision Project, ECP English Crowdsourcing Pro-
ject, NoF number of features, DoF distinctiveness of features
*p < .05; **p < .01; ***p < .001

ELP CSDP ECP

b SE sr2 b SE sr2 b SE sr2

Response time
NoF − 0.011 0.003 0.002*** − 0.154 0.010 0.15*** − 0.011 0.004 0.002**
DoF 0.010 0.003 0.002*** 0.034 0.009 0.008*** 0.008 0.004 0.001*
Accuracy
NoF 0.004 0.001 0.003*** 0.027 0.003 0.049*** 0.001 0.000 0.005***
DoF − 0.001 0.001 0.000 − 0.004 0.003 0.001 − 0.000 0.000 0.000
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Factor analysis of semantic richness 
variables

Method

Lexical and semantic variables were obtained for the pur-
poses of conducting an exploratory factor analysis. Table 2 
presents the number of shared items among the three mega-
study datasets from the analyses above (ELP, CSDP, and 
ECP) and the lexical and semantic variables. The lexical 
variables obtained for these analyses included letter length, 
OLD (Yarkoni et al. 2008), frequency (log subtitle fre-
quency; Brysbaert and New 2009), and AoA (Kuperman 
et  al. 2012). The semantic richness variables included 
NoF (Buchanan et al. 2019), imageability (Cortese and 
Fugett 2004; Schock et al. 2012), concreteness (Brysbaert 
et al. 2013), BOI (Pexman et al. 2019), SER (Juhasz and 
Yap 2013), ANS (Shaoul and Westbury 2010) LexC and 
NoA (De Deyne et al. 2018), SemD (Hoffman et al. 2013), 
valence (Warriner et  al. 2013), and arousal (Warriner 
et al. 2013). NoF was extracted using the same process as 
described in the methods for the analyses above. NoA was 
extracted as the number of associates for a given cue word 
that were produced by at least two participants in De Deyne 
et al. as associates generated by only one individual can be 
idiosyncratic and less reliable (Nelson et al. 2004; Nelson 
and Schreiber 1992). As may be expected, the lexical and 

semantic variables show a high degree of correlation among 
one another, with only fifteen variable pairings having non-
significant correlations, or a p value > .001, as presented in 
Fig. 1. 

Results

Exploratory factor analysis

An exploratory factor analysis was conducted to determine 
whether latent constructs among the 15 lexical and seman-
tic variables could be identified. In total 1520 words had 
values for each of the 15 lexical and semantic variables and 
were included in the analysis. Bartlett’s test of sphericity 
was significant, χ2(105) = 10,715.87, p < .001, and the Kai-
ser–Meyer–Olkin measure of sampling adequacy was 0.76, 
indicating the correlations observed among the data are ade-
quate for a factor analysis using all items and variables. A 
scree plot (Fig. 2) of the observed data and a parallel analy-
sis indicated that it was appropriate to extract a five-factor 
solution. The solution was extracted using principal axis 
factoring due to the variables being not normally distrib-
uted (Costello and Osborne 2005). Given the high degree of 
correlation among the variables entered into the factor analy-
sis, and that the extracted factors were correlated at greater 
than r = 0.35, an oblimin oblique rotation was applied rather 
than an orthogonal rotation, in order to accurately represent 
the relationships among the factors (Costello and Osborne 
2005). The final solution yielded five factors that accounted 
for 57.2% of the total variance, with the first two factors 
accounting for 34.7% of the variance alone. The structure 
coefficients for the factors are presented in Table 3. 

Overall the analyses indicated five distinct latent con-
structs that explain variance among the lexical and seman-
tic variables. Factor 1 appears to represent a visuomotor 
richness construct, with high loadings from variables that 
relate to bodily experience such as concreteness, BOI, and 
imageability. Notably, NoF loaded onto this factor as well. 
Factor 2 represents a distributional construct related to 
word meaning and associations, with high loadings from 
frequency, ANS, SemD, lexical centrality, NoA, and a 
negative loading from AoA. Factor 3 represents a purely 
orthographic construct, with high loadings from length 
and OLD. Factor 4 represents a sensory richness construct, 
comprised of high loadings from SER and arousal and was 
correlated with the Factor 1 visuomotor richness construct 
(r = 0.40), likely due to the overlap in sensory experience 
reflected in SER ratings and ratings such as concreteness, 
BOI and imageability. Finally, Factor 5 appeared to exclu-
sively represent a valence construct, as its sole variable 
that loaded onto it was valence. The relationships between 
visuomotor richness, distributional, sensory richness, and 
valence factor scores are depicted in Fig. 3. Consistent 

Table 2  Number of words available by mega-study dataset

ELP English Lexicon Project, CSDP Calgary Semantic Decision Pro-
ject, ECP English Crowdsourcing Project, NoF number of features, 
OLD orthographic Levenshtein distance, AoA age of acquisition, BOI 
body–object interaction, SER sensory experience rating, ANS aver-
age neighborhood similarity, LexC lexical centrality, NoA number of 
associates, SemD semantic distance

Variable ELP CSDP ECP

NoF 4012 957 4048
Length 21,256 4455 21,241
OLD 21,256 4455 21,241
Frequency 21,159 4455 21,146
AoA 21,255 4709 30,793
Imageability 4555 1050 4570
Concreteness 18,846 4709 23,858
BOI 8397 4709 8662
SER 5547 1031 5678
ANS 21,248 4617 23,643
LexC 19,076 4121 23,325
NoA 6814 1544 7095
SemD 14,895 2823 16,133
Valence 12,660 2980 13,669
Arousal 12,660 2980 13,669
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Fig. 1  Correlation matrix of the relationships between the lexical 
and semantic variables used in the factor analysis. The strengths and 
directions of coefficients are indicated by size and color of circles 
above the diagonal, and correlation coefficients are reported below 
the diagonal. Correlations with a p value greater than .001 have been 

suppressed. ANS average neighborhood similarity, AoA age of acqui-
sition, BOI body–object interaction, LexC lexical centrality, NoA 
number of associates, NoF number of features, OLD orthographic 
Levenshtein distance, SemD semantic distance, SER sensory experi-
ence rating

Fig. 2  Parallel analysis scree 
plot showing eigenvalues by 
number of factors based on 
actual lexical and semantic vari-
able data, simulated data, and 
resampled data
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across high and low distribution words, high factor scores 
for visuomotor richness cluster with higher scores for sen-
sory richness and valence. An interactive, three-dimen-
sional mapping of this semantic space is available at: https 
://plot.ly/~ejmur aki/1/.

Factor scores for each of the 1520 words were extracted 
and entered into regression analyses to examine their 
relationships to lexical and semantic task response times 
and accuracy from the ELP, CSDP, and ECP. Descriptive 
statistics for the factor scores are presented in Table 4. 

Table 3  Factor loadings and 
communalities based on 
principal axis factoring with 
oblimin rotation for 15 word 
properties (n = 1520)

Factor loadings greater than 0.3 are reported
OLD orthographic Levenshtein distance, AoA age of acquisition, BOI body–object interaction, SER sensory 
experience rating, ANS average neighborhood similarity, LexC lexical centrality, NoA number of associates, 
SemD semantic distance

Property Visuomo-
tor rich-
ness

Distributional Orthography Sensory richness Valence Communality

Concreteness 0.924 0.870
Imageability 0.846 0.836
BOI 0.886 0.736
NoF 0.454 0.260
Frequency 0.918 0.884
ANS 0.716 0.539
SemD 0.573 0.539
LexC 0.528 0.390
AoA − 0.488 0.459
NoA 0.410 0.146
Length 0.962 0.908
OLD 0.848 0.768
SER 0.677 0.629
Arousal 0.465 0.320
Valence 0.737 0.541

Fig. 3  Scatterplot of sensory richness and valence factor scores, as a function of visuomotor richness scores, plotted with a median split of distri-
butional factor scores (n = 1520). A 3D interactive version of this chart is available at: https ://plot.ly/~ejmur aki/1/

https://plot.ly/%7eejmuraki/1/
https://plot.ly/%7eejmuraki/1/
https://plot.ly/%7eejmuraki/1/
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Kernel density plots show the distribution of the factor 
scores in Fig. 4. All factors show a normal distribution.

Regression analysis

Each analysis once again used the maximum number of 
available items in each mega-study dataset. The results of 
the regression analyses are presented in Table 5.

Table 4  Descriptive statistics of 
factor scores (n = 1520)

Descriptive statistic Visuomotor 
richness

Distributional Orthography Sensory richness Valence

Mean 0 0 0 0 0
Median 0.128 − 0.030 − 0.087 − 0.066 0.079
SD 0.968 0.958 0.965 0.840 0.786
Skewness − 0.383 0.341 0.436 0.350 − 0.604
Kurtosis − 0.964 − 0.034 − 0.114 − 0.110 0.336

Fig. 4  Kernel density plots depicting distribution of latent factor scores (n = 1520)

Table 5  Regression coefficients, 
standard errors, and semi-partial 
correlations for ELP, CSDP, and 
ECP regression models

We used the “SDSRegressionR” package in R (Mahometa 2018) to generate  sr2 values
*p < .05; **p < .01; ***p < .001

Factor ELP (n = 1519) CSDP (n = 343) ECP (n = 1517)

b SE sr2 b SE sr2 b SE sr2

Response time
Visuomotor richness − 0.014 0.005 0.003** − 0.205 0.020 0.167*** − 0.003 0.008 0.000
Orthography 0.048 0.004 0.044*** 0.060 0.018 0.018*** 0.017 0.007 0.004*
Distributional − 0.121 0.005 0.240*** − 0.092 0.018 0.041*** − 0.019 0.007 0.004*
Valence − 0.007 0.006 0.000 − 0.070 0.022 0.018*** − 0.017 0.009 0.002
Sensory richness − 0.005 0.005 0.000 − 0.038 0.023 0.004 − 0.015 0.009 0.002
Accuracy
Visuomotor richness 0.002 0.002 0.001 0.050 0.007 0.113*** 0.001 0.000 0.002
Orthography 0.002 0.001 0.001 0.003 0.006 0.001 0.001 0.000 0.005**
Distributional 0.021 0.001 0.118*** 0.012 0.006 0.008 0.004 0.000 0.144***
Valence 0.000 0.002 0.000 0.011 0.008 0.004 − 0.000 0.000 0.000
Sensory richness 0.002 0.002 0.000 − 0.002 0.008 0.000 0.001 0.000 0.004**
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ELP

Response time

The regression analysis for ELP indicated that the factor 
scores explained 47.6% of the variance in response time, 
F(5, 1514) = 244.40, p < .001. The visuomotor richness 
and orthographic and distributional factors were sig-
nificant predictors of ELP response time, with higher 
visuomotor richness scores (b = − 0.014, p = .007), lower 
orthography scores (b = 0.048, p < .001), and higher dis-
tributional scores (b = − 0.121, p < .001) contributing to 
faster responses.

Accuracy

The regression analysis for ELP accuracy indicated 
that the factor scores explained 15.9% of the variance 
in response accuracy, F(5, 1514) = 57.26, p < .001. The 
distributional factor was the only significant predic-
tor of ELP accuracy, with higher distributional scores 
(b = 0.021, p < .001) contributing to greater accuracy.

CSDP

Response time

The regression analysis for CSDP indicated that the fac-
tor scores explained 46% of the variance in response time, 
F(5, 338) = 61.64, p < .001. The visuomotor richness, 
orthographic, distributional, and valence factors were 
all significant predictors of CSDP response time, with 
higher visuomotor richness scores (b = − 0.207, p < .001), 
lower orthographic scores (b = 0.052, p = .004), higher 
distributional scores (b = − 0.084, p < .001), and higher 
valence scores (b = − 0.070, p = .002) contributing to faster 
responses. These relationships are depicted in Fig. 5. (An 
interactive version of this chart is available at: https ://plot.
ly/~ejmur aki/3/.)

Accuracy

The regression analysis for CSDP accuracy indicated that 
the factor scores explained 22.2% of the variance in response 
accuracy, F(5, 338) = 19.26, p < 0.001. The visuomotor 
richness factor was a significant predictor of CSDP accu-
racy, with higher visuomotor richness scores (b = 0.050, 
p < 0.001) related to greater accuracy.

Fig. 5  Scatterplot of CSDP response time and sensory richness factor scores, as a function of visuomotor richness scores, plotted with a median 
split of distributional factor scores (n = 343). A 3D interactive version of this chart is available at: https ://plot.ly/~ejmur aki/3/

https://plot.ly/%7eejmuraki/3/
https://plot.ly/%7eejmuraki/3/
https://plot.ly/%7eejmuraki/3/
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ECP

Response time

The regression analysis for ECP response time indicated that 
the factor scores explained only 2.04% of the variance in 
response time, F(5, 1512) = 6.28, p < .001. The orthographic 
and distributional factors were significant predictors of ECP 
response time, with lower orthographic scores (b = 0.017, 
p = .018) and higher distributional scores (b = − 0.019, 
p = .011) contributing to faster responses.

Accuracy

The regression analysis for ECP accuracy indicated that the 
factor scores explained 19.3% of the variance in response 
accuracy, F(5, 1512) = 72.43, p < .001. The orthographic, 
distributional, and valence factors were significant predictors 
of ECP accuracy, with higher orthographic scores (b = 0.001, 
p = .002), higher distributional scores (b = 0.004, p < .001), 
and higher valence scores (b = 0.001, p = .008) contributing 
to greater accuracy.

Discussion

The purpose of the present study was to address two main 
research questions. The first question was whether NoF 
effects in lexical and semantic tasks would generalize 
beyond the McRae et al. (2005) word set to the larger and 
more heterogeneous word set from Buchanan et al. (2019). 
Our results suggest that these effects do generalize to the 
new word set. NoF and DoF were both related to response 
times in the ELP, CSDP, and ECP. In addition, NoF was 
related to response accuracy in all three datasets. A com-
parison of NoF and DoF effects provides additional insights: 
NoF had stronger relationships to performance in the lexi-
cal and semantic tasks than did DoF, suggesting that while 
shared features may be influential, sheer NoF is the bet-
ter predictor of lexical-semantic processing. As such, our 
conclusions are somewhat different than those of Grondin 
et al. (2009), who argued that shared features drive process-
ing. We think a key difference may be the homogeneity of 
concepts in the McRae norms (used in the Grondin et al. 
analyses) compared to the more varied concepts in the 
Buchanan et al. (2019) norms. Grondin et al. proposed that 
shared features may facilitate decision-making for concrete 
words, as shared features can activate representations not 
only for the target cue, but for a supraordinate category to 
which the cue belongs. It is conceivable that using the items 
from the McRae et al. norms showed a processing advantage 
for these shared features because the items were from well-
defined, concrete categories that could benefit from this type 

of category activation. The Buchanan et al. norms, on the 
other hand, are a much more heterogeneous set that include 
words from several different parts of speech with varying 
degrees of concreteness. As such, items may be less likely 
to be members of a common category that can benefit from 
category activation. These results are consistent with theo-
ries of semantic memory that emphasize a central role of 
feature information in semantic representation (Caramazza 
and Mahon 2003; McClelland and Rogers 2003); however, 
these theories emphasize that shared features should be 
most resistant to degradation and our findings suggest that 
this may not be true of concepts that do not fit into clearly 
defined categories.

As illustrated in Table 1, NoF explained considerably 
more variance in semantic decision (CDSP) than in the more 
lexical tasks (ELP, ECP). This is consistent with the findings 
of other studies, where semantic variables tend to explain 
a larger proportion of variance in semantic decision than 
in lexical decision tasks (e.g., Pexman et al. 2017; Taikh 
et al. 2015). The explanation is that lexical decisions rely 
more on orthographic familiarity (Balota et al. 1991; Hino 
and Lupker 1996), whereas semantic decisions rely more on 
semantic activation (Pexman et al. 2017).

The second research question was how NoF effects are 
related to the many semantic richness effects that have been 
identified in recent years. This included the object-based, 
bodily experience and situated simulation effects of BOI, 
concreteness, imageability, SER, valence and arousal, and 
the language- and distribution-based effects of SemD, NoA 
and LexC. We used an exploratory factor analysis to map 
these semantic dimensions onto distinct constructs. The 
results suggest that NoF is most related to variables reflect-
ing situated simulation and embodied experience. The most 
prominent factor that emerged included high factor loadings 
from BOI, concreteness, imageability, and NoF, reflecting an 
overall visuomotor richness construct. This factor was corre-
lated with a factor representing a sensory richness construct. 
In addition, variables that relate to distributional aspects of 
word meaning and association loaded together onto a dis-
tributional factor and orthographic variables were clearly 
reflected in another factor.

Thus, the latent factors extracted for the word set support 
an interpretation that NoF represents processes of situated 
simulation or bodily experience, rather than distributional 
semantic or lexical associations, consistent with the predic-
tions of Barsalou (2003) and McRae et al. (2005) and only 
partially supporting the proposal put forward by Santos 
et al. (2011). Furthermore, the majority of the objectively 
measured variables appear to load together onto the distri-
butional factor, whereas the subjectively measured variables 
are divided among three different factors. The only exception 
is NoF, which, although an objective measure, clusters with 
other subjective measures of visual, motor, and embodied 
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experience. This inclusion of NoF in a factor alongside sub-
jective measures suggests that the factors are not primar-
ily defined as a function of how these variables have been 
operationalized or derived, but rather reflects that the vari-
ables may share some underlying representational processes. 
The resulting factor structure best supports the object-based, 
embodiment account of how NoF relates to other semantic 
richness effects.

It is important to note that the current set of feature norms 
do not distinguish between different types of features, such 
as those outlined in McRae et al. (2005). In the McRae et al. 
norms, features are categorized into types such as taxo-
nomic, visual form, and surface. Though the current measure 
of NoF loads onto a visuomotor richness construct in the 
factor analysis, it may be that more fine-grained categoriza-
tion and recounting of the features could result in a different 
factor structure that emphasizes differences between embod-
ied or perceptual features and those features that relate to 
linguistic relationships or factual knowledge. It may also be 
the case that the feature listing task employed by Buchanan 
et al. (2019) emphasized or encouraged feature generation 
based on the physical or object-oriented properties of given 
items. In future research, more fine-grained classifications 
of the features could be useful to determine to what extent 
the feature listing task contributes to the relationships we 
have observed between NoF and other embodied or situated 
simulation variables.

The factors performed as expected in regression models 
predicting ELP, CSDP, and ECP response times and accu-
racy. Faster response times in the ELP lexical decision task 
were related to the visuomotor richness, orthographic and 
distributional factor scores, whereas the CSDP semantic 
decision task response times showed significant relation-
ships to those factors that tap into richness of bodily or 
emotional experience, in addition to the relationships with 
the orthographic and distributional factors. The results of 
these analyses are consistent with aforementioned findings 
that recruitment of semantic variables is more important for 
semantic tasks, although visuomotor richness was related 
to response times in the lexical decision task. This may be a 
function of the fact that words with highly salient visuomo-
tor referents also tend to be acquired earlier in life, which 
would be represented in the distributional factor score. 
Response times in the ECP were faster for words that had 
lower orthographic factor scores and higher distributional 
factor scores, in line with the original analyses presented by 
Mandera et al. (2019a).

The present study extends our current understanding of 
semantic richness effects, moving beyond a simply multidi-
mensional representational model to show how these lexical 
and semantic dimensions are recruited in concert with one 
another, and as a function of task demands. When the task 
demands encourage focus on lexical processes, orthographic 

aspects of stimuli are more influential, whereas when the 
task involves more extensive semantic processing there is 
strong recruitment of bodily and sensory simulated experi-
ences. Across all tasks, the distributional factor was a strong 
predictor of processing speed, aligning with a recent vali-
dation of distributional models (Mandera et al. 2019b) and 
providing strong support for distributional semantic theories 
such as latent semantic analysis (LSA) theory or word2vec 
that propose words with similar meanings tend to cluster 
together in corpus and that this clustering can be measured 
in order to count or predict semantic relationships (Landauer 
and Dumais 1997; Mikolov et al. 2013).

The fact that the visuomotor richness factor accounted 
for the greatest amount of variance among all the lexical 
and semantic dimensions included in the exploratory factor 
analysis suggests that it is an important component of lexical 
and semantic knowledge. While this by itself might suggest 
support for a strongly embodied account of word meaning 
(e.g., Glenberg 2015), other aspects of the results point to a 
different conclusion. The clear differentiation between fac-
tors representing bodily experience or sensory simulation 
and factors representing more linguistic dimensions such 
as frequency, AoA, word length, and OLD supports a weak 
embodiment view of semantic representation, which pur-
ports that semantic content is based in both linguistic and 
situated simulation representations (Meteyard et al. 2012). 
It is interesting to note that variables generally considered 
to capture embodied representations such as BOI, con-
creteness, imageability, SER, and arousal actually loaded 
onto two different factors. This suggests that even within 
embodied representations there are important distinctions 
that differentially influence language processing. Motor and 
visual experience appear to cluster together in the visuo-
motor richness factor and show a significant relationship to 
CSDP response times, whereas the more general sensory 
experience contributing to the construct of sensory richness 
shows no significant relationship. This could indicate that 
motor or visually situated simulations are more important to 
semantic representations than the other sensory experiences 
that are included in SER beyond sight and touch, such as 
taste, sound, and smell, particularly when the task demands 
require making an abstract versus concrete distinction. Cer-
tainly, these two factors are correlated, perhaps demonstrat-
ing the partial overlap of motor and visual sensory experi-
ence contributing to each.

Previous research had documented the multidimensional 
nature of lexical-semantic representations (e.g., Pexman 
et al. 2014). The present results extend those findings to 
suggest that there are clusters of related semantic dimen-
sions in multidimensional semantic space. These clusters 
correspond to different types of semantic knowledge: bodily 
and interaction-based, sensorimotor experience, linguistic 
context, and emotion. These types of information will all 
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need to be incorporated in theories of semantic representa-
tion. Indeed, several existing theories can do so, because 
they assume multiple representation systems for word mean-
ing (e.g., Andrews et al. 2009; Barsalou et al. 2008; Dove 
2009). Our results provide those theories with important 
information about how the multiple dimensions of semantic 
information might be both related and distinct. Our results 
are more difficult to reconcile with theories that assume a 
single dimension of semantic representation, whether it is 
derived from lexical co-occurrence information (e.g., Lund 
and Burgess 1996) or from embodiment (Glenberg 2015; 
Glenberg and Gallese 2012). Overall, the present findings 
demonstrate the utility of an expanded set of NoF norms to 
further our understanding of the structure of semantic space 
and will be useful to continued investigations of how mul-
tiple representation systems function in tandem to support 
word meaning.
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